Are multiproxy climate reconstructions robust?
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[1] 64 climate reconstructions, based on regression of temperature fields on multi-proxies and mutually distinguished by at least one of six standard criteria, cover an entire spread of millennial histories. No single criterion is accountable for the spread, which appears to depend on a complicated interplay of the criteria. The uncertainty is traced back to the fact that regression is applied here in an extrapolative manner, with millennial proxy variations exceeding the standard calibration scale by a factor of 5 and more. Even if linearity still holds for that larger domain the model error propagates in a way that is proportional to both the estimation error and the proxy variations, and is thus extrapolated accordingly. This is particularly critical for the parameter-loaded multiproxy methods. Without a model error estimate and without techniques to keep it small, it is not clear how these methods can be salvaged to become robust. Citation: Bürger, G., and U. Cubasch (2005), Are multiproxy climate reconstructions robust?, Geophys. Res. Lett., 32, L23711, doi:10.1029/2005GL024155.

1. Introduction

[2] Among several proxy-based approaches of reconstructing real or synthetic millennial climate [Overpeck et al., 1997; Jones et al., 1998; Briffa, 2000; Crowley and Lowery, 2000; Briffa et al., 2001, 2004; Esper et al., 2002; Zorita et al., 2003; Jones and Mann, 2004; von Storch et al., 2004] the most prominent and most disputed of all is certainly the one of Mann et al. [1998], henceforth MBH98. Besides its prominent role in the third IPCC report [Intergovernmental Panel on Climate Change, 2001], the study partly owes its popularity a number of methodological issues that are left unsettled in the original version, and which after several critical remarks [cf. McIntyre and McKitrick, 2003] led to the publication of a corrigendum. The discussion, nevertheless, continued [von Storch et al., 2004, McIntyre and McKitrick, 2005a, 2005b; Rutherford et al., 2005; Bürger et al., 2005], indicating that several issues are still unsettled, all related to the problem of reproducibility and robustness. For instance, assertions made by MBH98 and later about certain steps (such as rescaling) being “insensitive” to the method were hard to quantify and thus of little help. Bürger et al. [2005] showed that the method is, on the contrary, highly sensitive to the variation of 5 independent standard criteria (as we call the steps here), resulting in an entire spectrum of possible climate histories. Those experiments were conducted in the synthetic world of a climate model, with noise-disturbed temperature grid points serving as pseudo-proxies, and it turned out that the amplitude of the reconstructions ranged between about 20% and 100% of the true (simulated) millennial history. Whether or not these results extend to the real-world case, i.e. whether or not the MBH98 and relative approaches are robust, including the predictor selection issues as argued by McIntyre and McKitrick [2005a], is the subject of the current study.

2. 2⁵ = 64 Flavors of Regression

[3] The climate reconstruction employed by MBH98 applies an inverse regression (see below) between a set of multiproxies on the one hand and the dominant temperature principal components (PCs) on the other. The decreasing availability of proxy data back in time is accounted for by estimating the regression for seven successive time periods. For reasons of simplicity we skip this latter step in our study, and approximate the MBH98 setting as follows (following MBH98 SI): We use the proxies that are available in the time period 1400–1450 (18 single dendro and ice core proxies identical to MBH98 plus, depending on the reference period, up to 6 leading principal components representing two denser dendro sub-networks used by MBH98). The north-hemispheric temperature (NHT) field is represented by its first PC, exactly as in the work by MBH98, with a spatial coverage of 1052 (219) grid points for the 1902–1980 calibration (1854–1901 validation) phase. From these data an empirical model is fitted, and then applied to the full proxy record to reconstruct the climate history from 1400 to 1980.

[4] This is the statistical nucleus of MBH98, and if it is robust certain refinements such as rescaling should not affect the essence of the final result. The method should, moreover, be robust against the successive addition of further proxy predictors, as in the work by MBH98 from 1450 onwards; for more on this see below.

[5] The following 6 criteria were considered, all belonging to the standard toolbox of empirical climatology:

2.1. TRD

[6] 20th century warming is the dominant variation in the instrumental data. It covers about half of the full variance, while the other half stems from purely interannual variations. Whether or not one builds the model on trended or detrended data should therefore affect the result. Note that von Storch et al. [2004] detrended the data (E. Zorita, personal communication, 2005) while MBH98 did not. From other studies [cf. Briffa et al., 1998] it is known that inconsistencies exist between proxy and instrumental trends in the 20th century.

2.2. PCR

[7] Before estimating the regression model, the proxy predictors undergo a PC transformation (PC regression
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2.4. INV
[s] One can use either the single predictand NHT or,
alternatively, a set of leading principal components so that
spatial detail is simulated as well. But note that like MBH98
we use just one PC.

2.3. GLB
[f] One can use either the single predictand NHT or,
alternatively, a set of leading principal components so that
spatial detail is simulated as well. But note that like MBH98
we use just one PC.

2.2. TRD
[2] We have compared the 64 variants using the
statistical measures of error variance [e.g., Briffa et al.,
2001]). This is a useful measure against
collinearity, a complication that inflates the model error
[Johnson and Wichern, 2002]. In the present context,
collinearity is induced through the common positive 20th-
century trend in many proxies. PCR moreover serves as a
noise filter by retaining only the dominant predictor PCs
(in our case: 50% explained variance).

2.1. PCR

2.6. CNT
[11] The MBH98 choice of calculating the PCs of some
proxy clusters from anomalies of the 20th century climate
has been criticized for reducing off-calibration amplitudes
and favoring hockey stick shaped results [cf. McIntyre and
McKitrick, 2005a, 2005b]. Under the CNT criterion those
PCs are determined from the full period to temper the
impact of a strong positive 20th-century trend. We applied
Preisendorfer's rule N for selecting the PCs.

12] Note that each single criterion is a priori sound,
with numerous applications elsewhere, and can hardly be
dismissed purely on theoretical grounds. Note further
that all of the above criteria are independent, mutually
consistent and can thus arbitrarily be mixed, so that any
combination thereof defines one of 2^6 = 64 reasonable
“flavors” of the regression model. Following Table 1 we
identify a flavor using a binary code of length 6, indicating
whether any of the 6 criteria is valid or not. For example,
100110 refers to an inverse regression with rescaling,
trend, and spatially explicit predictands, and without using
PCR; this is the variant used by MBH98, and we denote it
by MBH.

3. NHT Reconstructions
[13] Figure 1 shows the 64 variants of reconstructed
millennial NHT as simulated by the regression flavors.
Their spread about MBH is immense, especially around
the years 1450, 1650, and 1850. No a priori, purely
theoretical argument allows us to select one out of the
64 as being the “true” reconstruction. One would therefore
check the calibration performance, e.g. in terms of the
reduction of error (RE) statistic. But even when confined
to variants better than MBH a remarkable spread remains;
the best variant, with an RE of 79% (101001; see supple-
mentary material1), is, strangely, the variant that most
strongly deviates from MBH.

[14] It may be important to stress the following: On the
basis of the validation RE one might be tempted to prefer
the (most simple) variants 100000 or 101000, or also
MBH, to the others. But that statistic must not be used to
select a model; it can only serve as a check of a model,
e.g. for overfitting, after it has been selected. To do
otherwise amounts to extend the calibration over to the
validation period. In that case, i.e. using the calibration
1854–1980, the simulations look remarkably different
(not shown).

[15] We have analyzed the influence of each of the
criteria on the overall behavior of the simulation. Here it
appears that only TRD (=1) induces slightly higher ampli-
tudes, all other criteria are thoroughly mixed. They have
nevertheless a significant, however non-unique, influence
on the simulations. For any criterion, the range of values
with that criterion held fixed is considerable and decreases
only for TRD and RSC. We note that MBH is not very
different from the original MBH98 version (not shown)
where proxies are added successively, indicating that our
selection of proxies (those reaching back to AD 1400) is
already representative for the purpose of this study. We have
nevertheless conducted the same experiments under the

Table 1. The Six Criteria Used to Define a Regression Flavor

<table>
<thead>
<tr>
<th>TRD</th>
<th>PCR</th>
<th>GLB</th>
<th>INV</th>
<th>RSC</th>
<th>CNT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>no trend</td>
<td>no PCR</td>
<td>spatially explicit</td>
<td>direct</td>
<td>no rescaling</td>
</tr>
<tr>
<td>1</td>
<td>trend</td>
<td>PCR</td>
<td>global</td>
<td>inverse</td>
<td>rescaling</td>
</tr>
</tbody>
</table>

setting of the AD 1600 step where more proxies (57) are available. The variations are comparable to those seen in Figure 1. The spread is particularly large in the earliest part of the simulations, especially among those with a calibration RE higher than MBH (cf. SM). But they have a negative validation RE, which indicates overfitting.

4. Uniformitarianism and Extrapolation

[16] Fundamental to all dendrochronological inferences on climate is the following principle of uniformitarianism, as stated by Fritts [1976, p. 15]: “Therefore, one can establish the relationship between variations of tree growth and variations in present-day climate and infer from past rings the nature of past climate.” The principle obviously generalizes to the broader context of multiproxies, but evidently our results do not give such a relationship, at least not one that is sufficiently robust. But as Fritts [1976, p. 15] continues: “In order to make this kind of inference, however, it is important that the entire range of variability in climate that occurred in the past is included in the present-day sampling of environment.” This is, in fact, the basic condition of statistical regression - but only one half of it. The other half applies to the tree ring variations: They also must lie in a range that is dictated by the calibrating sample. This, however, is not the case here. For almost all of the 24 proxies, the range of the millennial variation is considerably larger than the sampled one, with numerous cases of proxies exceeding 7 and more calibration standard deviations (cf. SM). As a consequence, the regression model is extrapolated beyond the domain for which it was defined and where the error is limited.

[17] This is illustrated by the example of Figure 2. From the simplest variant 100000 the part of the model related to the proxy predictor #20 (P20) is shown. While the model is calibrated using a P20 standard deviation of 1.0, for the year 1644 it is applied to the case P20 = 4.1. For that scale, it is unknown whether the linearity assumption on which the regression model is built still holds. But even if does, for a given linear model \( y = B \ x \) the error (indicated by \( \delta \)) propagates as

\[
\delta y = B \ \delta x + \delta B \ x. \tag{1}
\]

[18] The larger \( x \), the more dominant becomes the second term, especially if \( \delta B \), the model estimation error, is significantly nonzero. Following Johnson and Wichern [2002], we estimated \( \delta B \) to be in the range of 20% for P20 and the model 100000.

[19] It is evident that estimates of \( \delta B \) are indispensable to adequately assess the model behavior under extrapolation. Unfortunately, we were not able to find or derive such estimates for models with criteria INV and RSC. But due to phenomena such as colinearity (see above) and overfitting \( \delta B \) generally increases with the number of model parameters. Models of the kind considered here are susceptible to both, and this would at least partly explain the large spread of the reconstructions.

5. Conclusions

[20] By combining 6 standard criteria to define variants of the basic regression method used in MBH98 we have found an enormous spread in the resulting millennial NHT reconstructions from AD 1400 onwards, with none of the criteria being solely accountable for the spread. This uncertainty persists even among the best performing variants, and we believe that we were able to trace it back to a scale mismatch between the full millennial and the calibrating proxy variations. Under such circumstances, the regression model leaves its generic domain of validity and is applied in an extrapolative manner. Even if linearity still holds...
holds for the larger scales, the error is prone to be linearly inflated by those scales.

[21] Any robust, regression-based method of deriving past climatic variations from proxies is therefore inherently trapped by variations seen at the training stage, that is, in the instrumental period. The more one leaves that scale and the farther the estimated regression laws are extrapolated the less robust the method is. The described error growth is particularly critical for parameter-intensive, multi-proxy climate field reconstructions of the MBH98 type. Here, for example, colinearity and overfitting induce considerable error already in the estimation phase. To salvage such methods, two things are required: First, a sound mathematical derivation of the model error and, second, perhaps more sophisticated regularization schemes that can keep this error small. This might help to select the best among the 64, and certainly many more possible variants. In view of the relatively short verifiable period not much room is left.
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